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Contributions
Ø A simple yet effective training framework called Meta-Threshold (Meta-T), which
• does not leverage prior knowledge to preset adjust function for thresholds
• contains one hyperparameter, thus does not require complex cross-validation.

Ø Theoretically provide the convergence of Meta-T which enjoys a rate of 𝒪( ⁄! "!).
Ø Meta-T be applied to solve both the conventional and imbalanced SSL tasks.

Motivation and Framework

(a) Motivation: deep models have different learning capabilities for different examples 
in class tiger. Intuitively, setting instance-level thresholds is more logical and 
beneficial to generate more accurate pseudo-labels for unlabeled instances, further 
facilitating deep model’s learning.

(a) Review of the pseudo-labeling training framework: Meta-T designs a meta-net 
which dynamically generates a refined confidence threshold for unlabeled example.

Methodology
p Confidence Thresholds in Semi-Supervised Learning 

Given an unlabeled data x# , the training objective is        Α$ weak augmentation
Α% strong augmentation

p Our solution: Meta-Threshold

ℓ&" = 1(max 𝑓 Α$ x# ; 𝒘 > 𝜏) 1 𝐻(3𝑦' , 𝑓 Α( x# ; 𝒘 )

ℓ&" = 1(max 𝑓 Α$ x# ; 𝒘 > 𝜏') 1 𝐻(3𝑦' , 𝑓 Α( x# ; 𝒘 )

The training objective in Meta-T is        

Sample-level threshold is produced by a meta-net  𝜏' = 𝑉'(𝒘, Θ))

Ø Threshold Generated Network (TGN)

At epoch 𝑡, the generated threshold for x# is 

𝜏') = 𝑉(𝑔 𝑓 x#; 𝒘 , :Ρ*); Θ)

Ø Bi-level optimization 

Optimal parameters of two networks can be obtained by minimizing the loss:

Solving the nested optimization problem contains three steps:

(1) Formulating learning manner of classifier network

(2) Updating parameters Θ of TGN

(3) Updating parameters 𝒘 of classifier network

Flowchart of Meta-T

Ø Learning algorithm

Experiments
p SOTA performance on eight test benchmarks (typical SSL)

p SOTA performance on imbalanced SSL task

p Effectiveness analysis

p Sensitivity analysis
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