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Essential boundary samples are entangled with noise samples and discarded.

𝛽 = (argmax 𝑝!! = 𝑦) ∧ (argmax 𝑝!" ≠ 𝑦)

Self-Filtering can be improved by current semi-supervised learning strategy.

Ø An adaptive weight function
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Ø Confidence regularization term
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Merits:

Ø Visualization of selection

Code is available at https://github.com/1998v7/Self-Filtering

Green points:
selected in epoch 0-40

Blue points:
selected in epoch 40-60

Red points:
selected in epoch 60-75

Ø A novel selection criterion dubbed fluctuation criterion is proposed 
for retaining valuable samples lying around decision boundary.

Ø A confidence regularization term is designed to further mitigate 
the over-confidence in noisy samples. 

Ø Any semi-supervised method can be applicable to our framework, 
improving the performance of SFT.

Ø SFT outperforms its counterparts by sharp margins.

Summary

Sample selection strategy

A label-corrupted training set A subset with smaller noise ratio

A preset 
selection criterion

Our framework Self-Filtering

Fluctuation selection criterion

Ø Definition of fluctuation event:

;𝐷 = {(𝑥+ , 𝑦+) ∈ 𝐷!,-+.|𝛽+ ≠ 1}+/01

Ø The selected set (filter the noise)

Selection bias in the small-loss criterion

Main idea: Use a preset selection criterion to select a subset with 
smaller noise ratio from the label-corrupted training set.
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Confidence regularization

The fluctuation criterion provides discriminative 
information for filtering the noise as shown in right figure.

Ø muting at the beginning and casting the objective to cross entropy 
for fast convergence.

Ø Adaptive strength for confidence penalty

Improved by semi-supervised technique

;𝐷 = {(𝑥+ , 𝑦+) ∈ 𝐷!,-+.|𝛽+ ≠ 1}+/01The selected (clean) set:

The filtered (noisy) set: B𝐷 = {(𝑥+ , 𝑦+) ∈ 𝐷!,-+.|𝛽+ = 1}+/01

For 𝑥, 𝑦 ∈ ;𝐷 and (𝑥2, 𝑦2) ∈ B𝐷, the total training objective:

𝐿$% 𝑥, 𝑦 + 𝛼 7 𝐿334 (𝑥2, 𝑦2)

Experimental results
SFT achieves the SOTA performance on CIFAR-10 and CIFAR-100.

More analyses

SFT selects more boundary examples as training proceeds.

Ø Stable selection curves

Higher F1-score of selection results is achieved by SFT.

Ø Hyper-parameter selection

SFT is not sensitive to hyper-parameters.

Ø Ablation study

With the support of the two terms, the selected subset
contains less noisy labels
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